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ABSTRACT

This study has investigated the potential use sfesyatic approach to develop Artificial Neural Netiw (ANN)
predicting models for the concentration of pollutaat a specific area in SIDCO, Coimbatore. Thd g@e to determine
the concentration of P PM,, and TSPM in the atmosphere according to thetimiship with the month and pollutant
concentration. Four models were run using Artifidieeural Networks, in the first three models, Mantfi-12) were
considered as input vectors and Concentrationgvi#f.®, PM10 and TSPM were considered as targetgahain each
model. In the fourth model, Concentrations of maitite matter PMs, PM;g and TSPM were considered as input vectors,
and months were considered as targets. Corresppmegults were obtained for each model with R vahrgges from
0.40302 to 0.9045.The models developed were regnogied and trained in such a way to predict theufaoit
concentration in a particular month.

KEYWORDS: Air Comprises, Mixture Contains a Group, Air Quglifiodeling
INTRODUCTION

Air is one of the essential survival elements @f fluman life. Air comprises of mixture of gasesahhis used in
breathing and a lot of other activities. The migtgontains a group of gases of nearly constantergrations and a group
with concentrations that are variable in both spawd time. By volume, dry air contains 78.09% Nijtn, 20.95%
Oxygen, 0.93% Argon, 0.039% Carbon di-oxide, andlsamounts of other gases. Air also contains &g amount of
water vapour, on average around 1%. Air playstiatipart in human’s life, that one cannot livethvaiut it even for a few

minutes. It is necessary to keep the air breathatidesafe.

Air Pollution is any undesirable change in the cosition of air, or literally the contamination addterioration
of the environment/nature by releasing undesirablestituents in the atmosphere, which are lethghéohuman beings
and also various forms of life. It disturbs thebdlity and the ecological balance of the surrougginit acts as a main
reason for various diseases, breath related disgrideg disorders etc. Major pollution is man-maae few are naturally
occurring. Immense growth in the population antuim phenomenal increase in vehicular traffic, grmvth of industries
forms a major source of air pollution. Release pflesirable constituents from the industries andcleh forms the
predominant source of pollution. These are termeg@dalutants, which can be Particulate Matter;RNPM, s, Gaseous
pollutants like S@ NO,, NH; and metals like Lead etc. Air comprises of theskutants generally in certain limits, but

once when it is above the limit it causes air galu According to National Ambient Air Quality Stdards, there are
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certain tolerance limits for these pollutants, vwhshould not be exceeded. In order to predict thaliy of an air, certain
index values can be referred and verified whetheratir is clean. Air Quality Index (AQI) or Air Hotion Index is such

number which gives the quality of the air. The AQtommonly used to indicate the severity of palt
MODELLING

A model may be defined as a representation of éaéity. The particular representation used in aivergy case
can take a number of forms. Generally, in ordebudd something huge like a bridge or a fly overaobuilding, a
miniature version of the same will be made as t@ @i projection of how it will be in the future,gdtedicts the structure,
shape and look of it in a small form giving an gigi of how it will be in the future. Similarly, thiis applied to
mathematics also, this termed as Mathematical Miodelwill predict the future of something represeg it in the form

of equations or any graphs or charts etc.,

This follows the principle of two variables, depentl and independent variables, i.e., the dependardbles
changes according to the independent variablethelitase of air pollution studies, the pollutamtaantrations of oxides
of sulphur, oxides of nitrogen, particulate matied meteorological data are the independent vasadhd AQI is the
dependent variable. So, modeling can be done battfesse and equations stating the behavior carrdgnd On the
whole, a mathematical model explains the behavigomething, for instance Air quality using mathéicel concepts or

equations.
ARTIFICIAL NEURAL NETWORK

Artificial Neural Network is a tool which mimics ¢hbrain, uses the principles that is followed ia brain. It is
also called as connectionist architectures, comgyparadigms that emulate the basic workings aanhileg rules of the
human brain. The brain is composed of approximatél{/1 neurons, connected to roughly 103 other msuby axons.
Neurons are the elements of our nervous systemwvifaasmits information from one part to other pArheuron consists
of four elements Dendrites, Soma, Axon, and SyrapBee neurons are interconnected in the layetseobrain where it

transmits and deciphers information.

Error back propagation

SCrror Calculation

—>

Hidden Layer

Input Layer

Figure 1: Neural Network Structure

Artificial neural networks consists of three layeagsnerally, input layer, hidden layer and the outfayer
(Figure. 1). The number of layers in the neuralwoeks can vary from a single layer to multiple les¢€The layer that gets
the inputs from the external environment is catteelinput layer. The network outputs are generfitad the output layer.
The hidden layer in the middle consists of neuravisch forms a relationship between the given ingnd the target and
predicts an output, which is again modified usihg back propagation algorithm until a satisfactomyput is obtained.

Weights and bias are assigned which can be chamgied trial and error until a satisfactory fit istained. Hidden layers
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are sometimes linked to a black box within whick thput data are mapped into outputs utilizingahlé activation

functions. Different transfer functions can be uaedording to the type of data.

Neural networks are trained using various trairatgprithms where it uses back propagation to assigights
and biases in order to train the network. Levenbdegquardt back propagation algorithm is the mosibgd training
function. It is also known as the damped least mepuanethod, is used to solve non-linear least sguproblems.
The primary application of the algorithm is in flea@st squares curve fitting problem. Various tran&inctions are used in
the neural networks according to the type of the daed. Purelin, logsig, tansig and Gaussianare ©f the functions

which are used as transfer functions.
OBJECTIVES OF THIS PROJECT

In this paper, emphasis is made on the predictfdewels of air pollution in the Tamil Nadu Smatdustries
Development Corporation Limited (TANSIDCO) InduatriCluster, Coimbatore based on the data availoléhe year
2012.

» To develop models using artificial neural netwdiidsthe year 2012.

* Model 1: To establish the relationship between RMPM 2.5 and TSPM with the months for the year 2012
* Model 2: To establish the relationship between RMnd months for the year 2012.

* Model 3: To establish the relationship between RMnd months for the year 2012.

» Model 4: To establish the relationship between TSPM andthsofor the year 2012.

e The models developed were to be reprogrammed amebtt in such a way to predict the pollutant cotrations

in a particular month
PREDICTION OF PM 10 AND TSPM AIR POLLUTION PARAMETERS

Mouhammd Alkasassbeh et al., used Atrtificial Nedtatworks to predict the concentrations of Riind TSPM
Air Pollution parameters. A data set collected &FBhais cement plant for over one-year period @@D07) by eight
monitoring stations were used for this study. ThBINA models used considered the meteorological pamme
Temperature, Relative Humidity, Wind Speed as ispand the targets were the concentrations of,Rd TSPM.
Two Artificial Neural Network based Auto Regressiwiéh external (ANNARX) Input models were used tmyide high
performance modeling for the Pjiind the TSPM air pollution parameters. Experimergsults showed that the Auto

Regressive models can provide good modeling regsitgy a limited number of measurements.

ARTIFICIAL NEURAL NETWORKS FOR THE IDENTIFICATION O F UNKNOWN AIR
POLLUTION SOURCES

S.L. Reich et al., used Artificial Neural Networkdich used pattern recognition to identify the umkm air
pollution parameters. The problem that is addregs¢his paper is the apportionment of a small nendf sources from a
data set of ambient concentrations of a given faiiu Three layers feed-forward ANN trained witlack-propagation
algorithm were selected. Gaussian dispersion misdebed to build the test case. A dataset of honméfeorological

conditions and measured concentrations were takéheainputs to the network that is wired to recaedevant emission
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20 R. ChandrasekaraR, Vignesh & M. Isaac Solomon Jebamani

parameters of unknown sources as outputs. Thef#st model data were corrupted adding noise meesmeteorological
parameters to test the goodness of the methocdttwvee the correct answer. The ANN was applied ajot the 24 hour

SO, concentrations and were compared with the measumecentrations.

Boznar et al., used neural networks to predicttsieom SQ concentrations in highly polluted industrial areds
complex terrain around the Slovenian Thermal Poplent at Sostanj, India. Because the classical odksttfor air
pollution modeling, such as dispersion models, werereliable in topography, neural networks weppli@d to predict
SO, pollution. There were 37 input variables, inclgliime of day, temperature, wind speed, wind dioggtsolar
radiation, S@ concentration, relative humidity and emissionse Tasults were very promising. A multi-layer pertcep
with sigmoid transfer function was trained with ack propagation algorithm. Separate networks féferdint locations
were trained because of the micro- climatologittalgions appearing in the region. The half-howdyncentrations of SO
were used to train the network. Three stations wbserved to examine the ability of the neural nekwHowever, the
results for other months or seasons were not téstetie same area. In addition, no statisticaildeion tests were carried

out to observe the performance of the models.

ASSESSMENT AND PREDICTION OF TROPOSPHERIC OZONE CONCENTRATION LEVELS
USING ARTIFICIAL NEURAL NETWORKS

S.A. Abdul-Wahab et al., used Artificial Neural Metrks to predict the concentration levels of ozamehe
troposphere. The network was trained using sumneeanological and air quality data where the ozoowecentrations
were the highest. The data were collected from @oraru atmosphere. Three neural network models weveloped.
The first model was used on studying the factoas tontrol the ozone concentrations during a 24-peviod where both
daylight and night hours were included. The secowmlel was developed to study the factors that egguhe ozone
concentrations during daylight hours at which higlencentrations of ozone were recorded. The thiabel was
developed to predict the daily maximum ozone levélse predictions of the models were consistenh Wit measured
observations. A partitioning method was used talstihe relative percent contribution of each of theut variables.
The contribution of meteorology on the ozone cotregion variation was found to fall within the ran@3.15-40.64%.
It was also found that Nitrogen oxide, Sulfur didej relative humidity, non-methane hydrocarbon Hittbgen dioxide
have the most effect on the predicted ozone corat@nts. In addition, temperature played an impurtale while solar
radiation had a lower effect than expected. Thalte®f this study indicate that the artificial malunetwork (ANN) is a

promising method for air pollution modeling.
FORECASTING AIR POLLUTION TIME SERIES USING NEURAL NETWORKS

Harri Niska et al., used neural networks to foretias Air pollution time series. Genetic algorithmas used for
selecting the inputs and designing the high levehigecture of a multi-layer perceptron model forecasting hourly
concentrations of Nitrogen dioxide at a busy urbaffic station. The results showed considerablevance between the

observed and the forecasted values. Only two hitiagars were required to get better results.

Benevenuto et al., illustrated the use and sonagertlresults of Artificial neural networks for dagaality control
of environmental time series and for reconstructtbmissing data. Artificial neural networks wengpéied to the short
and medium term prediction of air pollutant concatibns in urban areas, interpolating and extrapaadaily maximum

temperature, replacing time distribution with saldistributions. Observed versus Predicted date wempared to test
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the efficacy of the ANN’s in simulating the envirmental processes. Their results confirmed ANN’amgmprovement of

classical models and showed the utility of ANN’s festoration of time series.
OZONE AND PM10 FORECASTING

Ojha et al., presented a compendium of availabl¢hods and software for ozone and PM10 forecasting.
Three different methods of Regression analysise ti@ries analysis and artificial neural networksewgiscussed in this
paper. Lists of available software that can be @wsed starting point, for the development of fostiog models were also

provided.

Gardner et al., did a case study with the UK dathdemonstrated that statistical models of hourlfage ozone
concentrations require interactions and non-limreationships between predictor variables in otdeaccurately capture
the ozone behavior. Comparisons between lineaessgms, regression tree and multi-layer percepteural network
models of hourly surface ozone concentrations dfiyattitese effects. They reported that although alter perceptron
models were shown to more accurately capture tdernlying relationship between both the meteorolaigamd temporal
predictor variables and hourly ozone concentratidhe regression models were seen to be more yepbisically

interpretable.

Asha Chelani et al., employed Artificial neural wetks to predict the concentration of ambient nedype
particulate matter (Ph) and toxic metals observed in the city of Jaidadia. A feed-forward network with a back
propagation learning algorithm was used to traie tleural network to analyze the behavior of thea dadtterns.
The meteorological variables of wind speed, wingction, relative humidity, temperature and timgevaken as input to
the network. The results indicated that the netwads able to predict the concentrations of {pPEind toxic metals

accurately.
ATMOSPHERIC DISPERSION IN COMPLEX TERRAIN

Sarkar and Jaleel presented a comparative stuthegbredictions of atmospheric dispersion in compégrain
by conventional dispersion models and Atrtificialured networks. A multi-layer feed forward back pagption with

generalized data rule applied for this study penfea better than the mathematical models for alteébedata.
PREDICTION OF GROUND LEVEL AIR POLLUTION

Mahad S. Baawain et al., used a statistical apprtapredict the ground level air pollution arowsnd industrial
port using Artificial neural networks. A rigorousethod of preparing air quality data is proposeddbieve more accurate
air pollution prediction models based on artificiaéural networks. The models consider the predictid daily
concentrations of various ground level air pollasamamely CO, PM, NO,, NO,, H,S and Ozone, which were measured
by an ambient air quality monitoring station in @agan village, located 700 m downwind of the enaissi of Sohar
Industrial port on the Al-Batinah coast of Oman.eTinaining of the models was based on the mulédgyerceptron
method with the back propagation algorithm. Thaultssshow very good agreement between the actuhlpaedicted
concentrations with the’Ralue exceeding 0.70. The results also show tipeiitance of temperature in daily variations of
ozone, S@and NQ, while the wind speed and wind direction play impot roles in the daily variations of NO, CO, NO

and HS. PM, concentrations were influenced by almost all tleasured meteorological parameters.
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SIDCO COIMBATORE STUDY AREA

Artificial Neural Network modeling was done for thdir Quality data which were sampled in
SIDCO- Coimbatore. The data consists of the comatohs of Particulate Matter PMand PMs and Total Suspended
Particulate Matter, these were taken as inputsti@nother hand, months (112) were given as outpat€oimbatore
District, Kurichi is located at 10°55'11” N latitedand 76° 57'35"E longitude comprising of Indudtri@luster.
This Industrial cluster is located at distance &h? from Coimbatore Corporation. In Kurichi, twodirstrial estates exist,
which are developed by SIDCO and Private. Adjoirtimghis estate, Tamilnadu Housing Board has cootd Housing
units. This Industrial cluster area spreads ovent@a of about 180 acres. This cluster comes uthdeadministrative
jurisdiction of Kurichi Municipality. This industal cluster is located on the National Highway fr@oimbatore to

Pollachi.
SOFTWARE USED

MATLAB 7.12.0.635 (R2011a) software was used fargiag out the Artificial neural networks. Neurattwork

option in the software was used to run the model.
DATA

Ambient Air Quality data like concentrations of juténts such as Particulate Matter PM10, PM2.5, Boitl
Suspended Particulate Matter were obtained fromique experimental studies of Air Quality Monitagimt SIDCO for
the year 2012 by Er. R. Chandrasekaran, Assistamiréhmental Engineer, Tamil Nadu Pollution Conti®bard,

Coimbatore.

Data preparation is one of the critical and the tmogortant step while modeling through artificia¢ural
networks, because it has an immense impact onuteess and the performance of the neural netwsiktee The dataset
consisted of the concentrations of the Particulatter PM, PM,s and TSPM for the entire year of 2012. Data
preparation was done according to the model whichoi be run. Four models were developed for estahlj the
relationship between the Ry PM,s and TSPM with the months. In model |, RMPM,s and TSPM were taken as inputs
and months were taken as outputs. In model Il,RNAs taken as input and months were taken as cutiputnodel |11,
PM,o was taken as input and months were taken as sutipumodel IV, TSPM was taken as input and momtaee taken
as outputs. Table 1 shows the input data and oulptd used for modeling evenberg-Marquardt baclpaation
algorithm was used for training the model sincis ibeen recommended as the first choice supervapgrithm. While

training with the help of this algorithm, the weigland biases are updated automatically by thisrighgn.

Table 1: Concentrations of Pollutants and Months

Months | PM2.5 (ug/M3) | PM10 (ug/M3) | TSPM (ug/M3)
1 19 63 107
1 28 91 150
1 19 65 104
1 26 86 138
1 37 120 174
1 39 119 178
1 25 81 130
1 29 89 142
2 49 109 230
2 59 138 295
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Table 1: Contd.,

2 51 112 245
2 40 92 205
2 64 121 304
2 65 123 308
2 52 122 277
2 64 148 307
3 40 92 205
3 24 79 198
3 25 78 195
3 41 97 212
3 37 119 275
3 35 196 255
3 32 94 237

Levenberg-Marquardt back propagation algorithm wused for training the model since it is been recemied
as the first choice supervising algorithm. Whilgriing with the help of this algorithm, the weighisd biases are updated
automatically by this algorithm. Ambient Air Quglidata like concentrations of pollutants such agi®date Matter
PMio, PM, 5 Total Suspended Particulate Matter and Months weeg to run the Artificial neural network. Four netsd

were developed, in which the models used the cdrat@ms of PM,, PM,sand TSPM as inputs and months as outputs.

Table 2: Predictor Variables Proposed for Each Mode

Model No. Model Inputs Model Targets
I PMig, PMye, TSPM Months
Il PM, . Months
11 PM g Months
[\ TSPM Months

MODEL |

The model was developed to establish a relationbbigveen the months and the different concentratimin
PM,0, PM2.5, TSPM. The model was trained with differeilden layers to get considerablevRlue. Figure 3 shows the
program used for model I. MODEL Il The model wava@leped to establish a relationship between thethsoand the

different concentrations of PM2.5. Model was traiméth different hidden layers to get a consideza® value.
MODEL I

The model was developed to establish a relationbkipveen the months and the different concentraitioin

PM,s. Model was trained with different hidden layergytt a considerable’Ralue.
MODEL 1l

This model was developed to establish a relatigndfgtween the months and the concentrations of,.PMi

The model was trained with different hidden layterget a considerable’Ralue..
MODEL IV

The model was developed to establish a relationbkipveen the months and the concentrations of TSPM.
The model was trained with different hidden layerget a considerable’Ralue. 16. VALIDATION OF THE MODEL
Ambient Air Quality data like concentrations of phénts such as Particulate Matter BMPM,s, Total Suspended
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Particulate Matter and Months were used to runfitiéicial neural network. Four models were deveddpin

Table 3: Predictor Variables for Each Model

Model No. Model Inputs Model Targets
I PM10, PM2.5, TSPN Months

1] PM2.5 Months
11 PM10 Months
v TSPM Months

which the models used the concentrations off?FM,5 and TSPM as inputs and months as outputs.

PREDICTIONS FOR MODEL |

Artificial neural network model was run with thermentrations of particulate matter pMPM, 5, TSPM as input
and months as the output. Table 4 shows the basitectures for the model, where hidden layersiranffom 2 to 8 were

used and the corresponding R-Value was ranging Bat@756 to 0.9045. The best R-Value was obtainddeahidden
layer of 8.

Meural Network

Hidden Layer Output Layer

Figure 2: Neural Network Structure for Model |

B3 tdeurat Metwork Traming Regression (plotregression), Ep-. — 2 =]

Tralning: R=0.9045

=

Dulput =082 Target# 1.
&

Figure 3: Regression Plot for Model |

Table 4: Best Architectures for Model |

Hidden Layers | R- Value
0.70756
0.72881
0.79868
0.79173
0.82897
0.88346
0.9045

(N[OOI [WIN
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MODEL Il

Artificial neural network model was run with therm@ntrations of PM2.5 as the input and months eothput.
Table 5 shows the best architectures for the modbEre hidden layers ranging from 2 to 8 were uaad the
corresponding R-Value was ranging from 0.45041.88846. The best R-Value was obtained at the hidager 5 to
Artificial neural network model was run with thermentrations of PM10 as input and months as ouffalile 6 shows the
best architectures for the model, where hiddenrtay@nging from 2 to 8 were used and the correspgnd-Value was
ranging from 0.40302 to 0.67753. The best R-Valas wbtained at the hidden layer of 4 to 8.

Meural Network

Hidden Layer Qutput Layer
Input | = l
Cir g
: b

1

Figure 4: Neural Network Structure for Model Il

B Neural Network Training Regression (plotregression), Ep.. — &

Training: R=0.83846

BS

BO

551

o
[=]

IS
[}

40t

Output ~= 0.7*Target + 10

20 25 30 35 40 45 S0 55 B0 BS
Target

Figure 5: Regression Plot for Model Il

Table 5: Best Architectures for Model Il

Hidden Layers | R- Value
0.45051
0.46954
0.46954
0.83735
0.83735
0.83846
0.83846

XN O [W|N

PREDICTIONS FOR MODEL Il

Artificial neural network model was run with thenm@ntrations of PM as input and months as output. Table 6
shows the best architectures for the model, whatdeh layers ranging from 2 to 8 were used andctireesponding
R-Value was ranging from 0.40302 to 0.67753. Thet BeValue was obtained at the hidden layer of &.to
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Meural Metwork

Hidden Layer Output Layer
Input lﬁ i
1
4

Figure 6: Neural Network Structure for Model Il

Bl Neural Network Training Regression (plotregression), Ep... — &

Training: R=0.67753

Qutput ~=0.46"Target 56

50 S0 100 120 140 160 180
Target

Figure 7: Regression Plot for Model IlI

Table 6: Best Architectures for Model Il

Hidden Layers | R- Value
0.40302
0.67463
0.67753
0.67753
0.67753
0.67753
0.67753

O IN|OO|BWIN

PREDICTIONS FOR MODEL IV

Artificial neural network model was run with cont¢etions of TSPM as input and month as the outpahle 7
shows the best architectures for the model, whatdeh layers ranging from 2 to 8 were used andctireesponding
R-Value was ranging from 0.80191 to 0.87119. Th&t BeValue was obtained at the hidden layer of 8.to

Meural Metwork

Hidden Layer

Figure 8: Neural Network Structure for Model IV
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[lenrrell (e rrrer s e e e e =m @ sirsseesieTis Eren — =

Training: R=0.87119

Quiput = 0.76Target + 52

150 200 =250 =00

Figure 9: Regression Plot for Model IV

Table 7: Best Architectures for Model IV

Hidden Layers | R- Value
0.80191
0.80191
0.87066
0.87066
0.87119
0.87119
0.87119

O IN|O(O|BWIN

CONCLUSIONS

Air pollution models can be a very effective tonlplanning strategies for management of local aality and

can provide a rational basis for the control ofpaltution. If properly designed and evaluated,pmtiution models play a

considerable role in any air quality managementesys In the present work, the most convincing athge of ANN

model is that this model can be used in two waiyst e can predict the month for a particular antcation of PMs,

PMyo, and TSPM. Secondly we can predict the pollutantcentration based on the month.
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